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F. Qualitative Results 

A. Motivation 

C. Cascaded Network of GANs 

* Hardware support was generously provided by NVIDIA. 

• Research has shown presence of facial context (forehead, hair, ears, neck, background) to 

improve face verification performance for both human raters1 and deep learning models2. 

• Presence of caps, hats, headgear, hood can occlude the facial context, hampering verification 

accuracy3, especially in surveillance videos. 

• Novel views generated using 3D models do not have facial context4 or do not look realistic5. 

• Synthetic identities generated using 3D models also have no facial context6. 

 

 

B. Existing Algorithms 
• Semantic Inpainting1 – These algorithms are primarily trained on hallucinate missing pixels in and 

around the facial mask. Hence they are not well suited for the task of synthesizing the whole facial 

context and background given a face mask, when used off-the-shelf pre-trained versions. 

• Face Swapping -  Strong similarity between source and target faces in terms of facial pose, 

ethnicity and gender2. Even then identity is not well preserved3. 

• DeepFake4,5 – Subject specific autoencoder models, not applicable for real world applications. 

D. Progressive Growing 

G. Quantitative Results 

1Rice et al. Psychological Science 2013 
2Phillips et al. FG 2017 

•  

3Singh et al. TBIOM 2019 
4,5Masi et al. ECCV 2016, FG 2017 
6Banerjee et al. WACV 2019 
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4Korshunova et al. ICCV 2017 
5https://github.com/deepfakes/faceswap 

 

Ulyanov et al. ICML 2016, Shi et al. CVPR 2016 

Parkhi et al, BMVC 2015, Zhang et al. CVPR 2018 
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E. Training Data 
●  For training our model, we randomly sample only 

12,000 face images (7,495 male and 4,595 female)1.  

● Image mirroring is applied to augment the available 

poses in the training set. 

● Masked faces obtained using a recent pre-trained 

face alignment model2 resized to 128x128x3. 

1Phillips et al. Image and Vision Computing 2016 

2Bulat et al. ICCV 2017 

GenFace - Li et al. CVPR 2017, DeepFillv1 - Yu et al. CVPR 2018 

SymmFCNet – Li et al. arXiv:1812.07741,  

EdgeConnect – Nazeri et al. ICCV Workshops 2019 

●  DeepFake can be trained on only  

one source subject at a time 

● Blending seam visible across the 

face without Photoshop. 

H. Ablation Studies 

FID – Heusel et al. NeurIPS 2017 

Mean Perceptual Error - Prashnani et al. CVPR 2018 

CW - Yi et al. arXiv:1411.7923 

ResNet50 - He et al. CVPR 2016 

LFW - Huang et al. Tech Report, 2007 
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