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A. Motivation B. Landmarking (CMR) C. Frontalization (OFM)

. What should be the orientation of face images meant for o Stqrt with i_nitial face shape (landmark poin_ts). . Dgtect 638 andmark points _using CMR by_regre_ssing init_ial landmarks.

CNN training? » Using a mixture of regressors, keep updating . A_Ilgn generic 3D model to Input face by piecewise warping.

+ Should they be frontalized or is 2D alignment sufficient? Iandma_rks till convergence. . Fln_d matrix T to_transform aligned 3D quel to generic 3D model. |

. What mode of frontalization is ideal? * CMR Is fast due to simultaneous update and accurate * Using T, map aligned 3D model to generic 3D model and texture of input face
due to regressor set. using 2D to 3D correspondences.

* Different methods yield different results, which one is
O ptl m a,l 7 Cluster 1 Cluster 2 Cluster 3

AS; (shape updates) A N 7 A - A .

* Distorted pixels replaced from opposite side of the face.

Identified data clusters
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E. Data Yield F. Pose Range

Pre- Ssi i . . _ - _ ' alig - | +Hassner
"“mpzt"l‘;:l“"g CMR&H | KS&H | ZR&H | CMR & OFM | KS & OFM | ZR & OFM (if Iit;?:t:é) o " ) =§m§+gw venod| * CMR performs
- — | I KS+Hassner ' _
[Original] CASIA images | 252294 | 255571 | 261951 252,222 266,269 254,381 268,455 0s ) B ks +Our Method ';’;r?;('e” 0-40 yaw
(yield) (83.13%) | (84.22%) | (86.31%) |  (83.11%) (87.74%) | (83.82%) (88.45%) B 2R+ Hassner -
- 7F [ |ZR+Our Method |
PaSC videos | 2.6l 2510 | 2497 2,604 2,476 2,508 2,726 Y OFM and H has
(vield) (96.03%) | (89.57%) | (89.11%) (92.93%) (88.36%) (89.51%) (97.28%) 06y ? 1l 1 similar yield in
[Hassner’s] §0_5 L | 0-40 range.
(H) - Considerable data loss when any frontalization is used, compared to a simple 2D - | * KS outperforms
alignment. o _ Othif |andr-]
. . | markers when
[CMR+OFM] Network model — fine-tune VGG-Face (Parkhi, BMVC 2015). - | yaw > 40.
(Ours) Training Data — CASIA-WebFace subset (303K images); Testing Data - PaSC. i | H |
H — Hassner, CVPR 2015. o _JH M| | dl I
90 70 60 40 30 15 o -15 -30 40 -60 -70 -90
KS — Kazemi and Sullivan, CVPR 2014; ZR — Zhu and Ramanan, CVPR 2014. Angle (degrees)

G. Quantitative Results H. Takeaways
II. Uniform Testin lll. Cross-domain Testing » Our proposed frontalization method (OFM), which

. T T T T 1T T 1 1 T T 1T T ] X711 17 T T T T 1T T T 1 T 1] ‘ dynamically adapts local areas of the 3D reference model

erll| pile o - —— _to the given input face, provides better perforr_nance -
~__ | ||iImprovements than Hassner'’s (H) for PaSC video recognition.

70 0T | === ||+ Due to the significant loss of data (specifically for extreme

pose or occlusion) face image frontalization introduces, Iits
1 || performance benefit must be weighed against a
computationally cheaper 2D alignment.
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Train: CMR & H, Test: CMR & H
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7 - — = Train: 2D-aligned, Test cMR&H || ||* Both the training and testing data must be pre-processed
00— T T"TT——""T "1 ""T==""T7 40 Train- : . .
,,,,,,,,,,, CMR & H (symmetric) CMR & H (symmettric) . f G ilor L under consistent methods to realize any performance bene-
,,,,, KS & H (asymmetric) ' KS & H (asymmetric) i o _ - : . :
30 F — 7R & H (asymmetric) : 30 b 2R & H (asymmetric) : — 1;::; -225 :i:égjs;eis ;RH& ] fit out of frontalization.

e CMR & OFM (asymmetric) CMR & OFM (asymmetric)

rrain: MR & OFM, Test cMr & ofM || || AsSymmetric frontalization provides slightly superior

I o KS & OFM (asymmetric) | | i KS & OFM (asymmetric) |.... 30 . | ,
2 ZR & OFM (asymmetrio = ZR & OFM (asymmetrio) g i gty performance for face recognition.
.......... — = = 2D aligned — = = 2D aligned P s (N PR - . ’ j .

O et Pre-trained (2D aligned) | - Or— T~ Pre-rained (2D aligned) | - 20 [ 1222-FT U ey e sl ‘raining with millions of face images makes a network more

....................... INO pre-plocessig te2ewar+e+ No pre-processing Iz ; ~ == == == Train: 2D aligned, Test: ZR & OFM o DUSt (p I e- tl’al i ed VGG Face 25 30% acCcu I’acy) .
0 1 1 ] | 1 | ] 1 1 | ] | l 1 0 I | l I I I I I I I I I I I 10 [ I I I I I I I I I I I I I o T - . _ .
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 he network trained with ”9” preproces_,sed Images always
Rank Rank Rank performed poorly (~5%). A simple 2D alignment helps!

* Hardware support was generously provided by NVIDIA.
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