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• Extract ‘fc7’ features from VGG-FACE for 

all real images in gallery.

• Features scored using cosine similarity.

• Facial parts pooled from k subjects in 

the 100 nearest neighbors of ‘base face’. 

(7 < k < 10)

• Pre-compute permissible range

of ratio between different facial 

parts (same gender & ethnicity).

• Randomly pick shape of facial 

parts within permissible range.

• Landmarker: Kazemi & Sullivan (from Dlib).

RvR: Real vs. Real

SvR: Synth vs. Real

SvS: Synth vs. Synth

• 20 non-expert human 

raters participated.

• Task was to match a 

given face image pair.

• Minimal prior training.

• 2 seconds to match 

an image pair.

• Score averaged from 

300 pairs and 20 raters.

• Average Runtime: 2 -- 3 seconds (512x512). 

* Hardware support was generously provided by NVIDIA.
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